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Abstract: To store the textual data and various documents, the usage of electronic media is widespread. To retrieve the 

important information from the large document collection of unstructured data is a very difficult and time consuming task. It 

is easier to find the relevant documents from a huge data collection only when the data collected is in ordered form or the 

data is classified by certain group or category. Still the problem persists to find the best grouping technique. This paper 

concentrates on the implementation technique of k-means clustering algorithm. K-means technique is used here to cluster the 

unlabeled data or the text document collection that is highly unstructured. It begins with the representative model of the 

unstructured data and finally generating the set of sorted clusters as a result. Furthermore, the results can be refined by 

analyzing the sorted set of clusters. 
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 I INTRODUCTION 

1.1 Introduction: 

Clustering is a process in which the data is divided into the 

group of similar item sets or objects which results in the 

simplification of data. That is, the grouping is made of similar 

as well as the dissimilar objects. Text clustering is also 

indicated as document clustering. It is one of the applications 

of cluster analysis used for textual documents. To use the 

clustering algorithms to maximum following things are 

important: 

•The representation of an object, 

• A distance or the similarity measure between the objects. 

Clustering algorithms can be classified as: 

1. Flat clustering: This method generates a number of 

clusters that are flat without any definite structure which can 

relate the clusters to one another. It is also called as exclusive 

clustering. 

2. Hierarchical clustering: This method generates a 

hierarchy of n number of clusters. 

3. Hard clustering: This method allows each object to be a 

part of only one cluster at a time.  

4. Soft clustering: This method allows partitioning the 

document over all the existing clusters. In this assignment, a 

document follows the fractional membership. 

 

Algorithms used for Clustering are: 

Agglomerative (Hierarchical clustering) K-Means that id Flat 

clustering and Hard clustering EM Algorithm that is Flat 

clustering and Soft clustering K-Means algorithm and 

Hierarchical Agglomerative Clustering (HAC)   are being 

used for text clustering in a forthright way. It uses TF-IDF-

weighted vectors, cosine similarity and normalized one. The 

k-means algorithm is used for n number of points in n-

dimensional vectored space for the purpose of text clustering. 

K-means is very prominent clustering algorithm. 

The main objective of flat K-means basically is to reduce the 

average squared distance of the objects from the centers of 

clusters, where a center of cluster can be defined by the 

centroid μ of objects within a C cluster: 

 
Residual Sum of Squares (RSS) is a measure of how the 

centroids or mean represent the members of the clusters, 

which is given by      
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1.2 Necessity of Text Clustering: 

 

Clustering is highly needed in data mining because: 

1) To deal with huge databases, we need scalable clustering 

algorithms. 

2) The algorithms should be highly capable to deal with any 

kind of data which may be numerical data, binary data or the 

categorical data. 

3) The algorithms should be design is such a way that they 

are irrespective of the shape of cluster. 

4) The algorithm should be capable of handling the high 

dimensional data as well in addition to the low dimensional 

data. 

5) The algorithm should be capable of handling the noisy 

data because noisy data can result in degraded clusters. 

 

1.3 Objective of Textual Clustering: 

 

The main objective of clustering the text is to 

distribute the disorganized set of objects or data into the 

created clusters or groups. Grouping is done in a way that the 

objects with the same cluster are too similar and the objects 

within different clusters are too dissimilar. 

 

II LITERATURE SURVEY 

 

Variety of works which relates to clustering of text using 

various data mining procedures have driven this study. 

Vector space model [1] is an algebraic model that is used for 

representing the textual documents as vectors of identifiers. 

The tf-idf weighting scheme, can be used, where tf indicates 

the term frequency and idf represents the inverse document 

frequency. The common terms are removed by using the tf-

idf scheme. In most of the already existing text clustering 

algorithms, text documents are generally revealed by the 

vector space model. In the model, each document is 

considered as a vector in the term-space and is represented by 

the following term frequency (TF) vector: 

Hierarchical Agglomerative clustering and K-means 

are the two clustering techniques that are used widely for 

document clustering. Hierarchical clustering algorithms are 

used in the clustering for entries of various types like textual 

data input, multidimensional numeric data as well as 

categorical data items. For the process of searching, the 

combination of diverse hierarchical clustering algorithms and 

the method of HAC are mainly helpful to hold different 

methods of searching because it normally creates tree-like 

hierarchical structure. The effectiveness of this technique is 

bettering the efficiency of searching over a sequential 

scanning method. The main theme of the algorithm is to 

combine the documents based on their similarity into the 

number or variety of clusters. Single Linkage, Average 

Linkage and also the Complete Linkage Clustering are the 

various clustering techniques which are agglomerative.  

Hierarchical clustering is regarded as the better 

quality approach for clustering, but is limited due to its 

quadratic time complexity.  

 

EM (Expectation–Maximization) Algorithm: 

 

EM algorithm is a method that is iterative of 

discovering the maximum-likelihood estimates of the 

parameters of a crucial distribution from already provided 

data set whenever the data is usually not complete or has 

certain missing values.  

The EM algorithm has many presenting properties, some of 

which are:  

1. It is arithmetically stable with every iteration of EM by 

raising the likelihood within the data.  

2. Under general conditions, it has reliable global 

convergence.  

3. It is simply implemented, analytically and computationally. 

In particular, it is generally simple to program and requires 

very small storage space.  

4. The cost per iteration is too low, which can offset the 

larger number of iterations need for the EM algorithm when 

compared to other procedures that are competing for 

clustering.  

5. It can also be used to provide the estimates of any missing 

data.  

III SYSTEM DEVELOPMENT 

The problem here is to cluster together all the set of 

documents that contains the similar data in one cluster and 

dissimilar data in the another cluster which is solved by K-

Means algorithm.  

Firstly the documents are collected from a huge 

corpus data set. Thereafter, we extract a single word for 

preprocessing like removing any stop word. Then the words 

are shown in vector form using their respective weights, and 

the weights are measured based on the difference of term 

frequency, and also the inverse term frequency. Highest 

frequency words and lowest frequency words are removed for 

clustering efficiently. Terms that are used in vector are 

regarded as the keywords used for clustering. Then, the 

weights of words are sorted in declining order, to minimum 

the keywords for clustering various documents. Finally, the 

documents are clustered using the similarity measure and k-

means clustering algorithm. Figure 1 shows the system 

architecture. 
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Figure 1: System Development 

 

 

 

 

IV PERFORMANCE ANALYSIS 

 

Execution details of the system: 

 

 
 

The above Screen is the home screen for text clustering. By 

using this, we can cluster all the similar text together in a 

single cluster. 

 

 
 

Initially, Number of clusters is needed to be entered 

and the text is entered in a document to cluster together. Once 

the data is entered, click on add to add it to the document. 

 

 
 

Once the document is entered, click on start to begin 

the clustering process. The clustered text with similar 

properties by using cosine rule is grouped together and 

displayed on the given blank screen. 

 

V RESULT ANALYSIS 

 

Implementation is the process of executing a plan or design to 

reach at the desired output. 

 Document Representation  

Vector space model is the one of the efficient 

methods of representing documents as vectors using the term 

frequency weighting scheme as mentioned in Section 2.3. 
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The entire collection of dataset from the XML file is 

represented as vectors using the Vector space model.  

Clustering Using K-means Algorithm  

Input:  

k: the n number of clusters,  

Output:  

A set of k number of clusters.  

Method:  

Step 1: Choose k numbers of clusters .  

Step 2: Choose Ck centroids randomly as the initial centers of 

the clusters chosen.  

Step 3: Repeat  

3.1: Assign each object to their most closest cluster center 

using Euclidean distance formula.  

3.2: Compute the  new cluster center by calculating the mean 

or centroid points.  

Step 4: Until  

4.1: No change in  center of cluster OR  

4.2: No object changes its respective clusters.  

 

 
.  

 Termination Condition: 

Any one of the termination condition can be applied from the 

following: 

 The defined number of iterations has been finished.  

 Between the iterations assignment of data to clusters 

should not change.  

 Centroids do not alter between the iterations.  

 Terminates when the decrease in RSS lapses below 

a threshold t 

 

Performance Comparison: 

Result Statement: 

The results obtained from the entire process, which, in fact 

are the clusters of similar text, are presented in the console 

and also on a sample web page. The document shows clusters 

of text with similar data together. 

 

Testing: 

             By creating many documents and entering the text 

data files for different types of data items and then run project 

for all created clusters repeatedly and obtain proper correct 

result. 

Tests are the individual tests specified in a test plan 

document. Each test is typically described by  

 An initial system state.  

 A set of actions to be performed.  

 The expected results of the test. 

 K-means is a heuristic method of constructing clusters 

of the documents. There is no guaranteed output but the 

execution time is really fast. The K-means algorithm 

constructs the clusters of the documents based on their 

minimal distances to the centroid of the cluster. The output 

depends on optimal calculation of centroids of the clusters.  

 

Algorithm Initial Accuracy Time  

 Centroids (%) taken  

   (ms)  

k-means 5.1, 3.5, 1.4, 0.2    

algorithm 4.3, 3, 1.1, 0.1 52.6 71  

(executed 7 

6.6, 2.9, 4.6, 1.3    

7, 3.2, 4.7, 1.4    

times with 6.7, 3.1, 4.4, 1.4 88.7 69  

randomly 5.1, 3.5, 1.4, 0.2    

selected 7, 3.2, 4.7, 1.4    

initial 6.7, 3.1, 4.4, 1.4 89.3 70  

centroids) 7.4, 2.8, 6.1, 1.9    

 7.4, 2.8, 6.1, 1.9    

 6, 3, 4.8, 1.8 89.3 72  

 6.7, 3.1, 4.4, 1.4    

 5.1, 3.5, 1.4, 0.2    

 4.3, 3, 1.1, 0.1 52.7 70  

 6, 3, 4.8, 1.8    

 6, 3, 4.8, 1.8    

 5.8, 2.7, 5.1, 1.9 89.3 72  

 5.1, 3.5, 1.4, 0.2    

 5.1, 3.5, 1.4, 0.2    

 7, 3.2, 4.7, 1.4 89.3 71  

 6.3, 3.3, 6, 2.5    

Mean value 

- 78.7 70.7  
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V  CONCLUSION 

 

K-means algorithm is a simple yet popular method for 

clustering analysis.In this method, the quality of the sorted 

clusters depends heavily on the initial seeds that is 

centroids. These are selected in a random fashion. This 

method is very sensitive to the initial starting points and it 

does not promise to produce the unique results for 

clustering. Finally the proposed method mainly focuses on 

the less similarity based clustering to find the initial seed 

cluster centers efficiently. This method tries to minimize 

the time complexity to a greater extent. Text clustering is an 

important component of document organization and 

management. But, clustering of documents according to 

semantic features is a challenging problem in text data 

mining. Due to rapid increase in digital copies of data, 

scalability is also an issue. Further, semantics can be added 

to increase the quality of document clustering. 

.   The result produced would have been more 

accurate if the combined method of clustering such as 

hybrid clustering based on partition clustering and 

hierarchical clustering methods had been used. For future 

work is to plan to incorporate artificial intelligence 

technique with this method to improve the quality and 

accuracy of the system. In future, categorization methods 

can be added to render results and user interface more 

manageable and user friendly.  
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