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------------------------------------------------------------------------------------------------------------ 

Abstract: It has always been the ardent pursuit of man to extend his capabilities through tools and technology, and one of 

the most promising technologies developed in the recent years is Computer Vision (CV).  Though we have come a long 

way in this technology, image segmentation or scene understanding still remains one of the pivotal, yet a very difficult 

task in the field of CV.  Lately, the availability of powerful graphics processing units coupled with complex image 

processing algorithms made CV a viable and promising tool.  With the advent of deep neural networks, pixel-level 

segmentation and object recognition are reaching human-level speeds and accuracies, if not better.  The benefits thereof, 

especially in the medical field, are only limited by our imagination.  Its prospects are being explored in every phase of the 

medical field, like in early identification of diseases, faster and better diagnostics, impeccable micro-surgical abilities, 

better prediction of disease recurrence or patient recovery time, and reliable management suggestions in almost every 

specialty.  In this paper, we attempt to review the recent work on semantic segmentation using deep neural networks in 

the field of medicine.  Semantic segmentation has been studied on a wide range of anatomical systems, especially since 

well-trained models like ImageNet have been available since 2012.  In just the last 5 to 10 years, there have been at least 

30 well researched articles published in this field, some of which are very promising with highest accuracies achieved in 

their respective fields.  As expected, the most explored field seems to be cancer, in various medical systems like neurology, 

respiratory, reproductive, etc., while other systems generally have also been studied like cardiovascular, endocrine, 

urinary, etc.  Other interesting applications were in pretreatment risk analysis and forensic medicine. 

Keywords: Medical Imaging, Computer Vision, Deep Learning, Machine Learning, Convolutional Neural Networks, Semantic 

Segmentation 

--------------------------------------------------------------------------------------------------------
I INTRODUCTION 

As humans continue to try to understand and maneuver the 

world around them, their dependence on machines continues 

to increase, and hence the need for machines with more 

human-like, but better, capabilities.  Vision being one of the 

most important channels of observation of the situation at 

hand, researchers has employed machines to help them see 

better, faster, deeper, closer, farther, etc.  In the field of 

medicine, healthcare providers rely on scopes, microscopes, 

x-rays, CTs, MRIs, PET scans, nuclear medicine, etc., to 

diagnose and treat patients; and in all of these methods, the 

results have to be scanned by human vision carefully, through 

every millimeter for abnormalities. 

It is estimated that one in five patients may be 

diagnosed wrongly [1] and that the diagnostic error is the 

most common cause of malpractice suits filed on radiologists 

[2].  Among radiologists, the inter-observer variation is a real 

concern.  For example, even in plain radiograph interpretation 

there was a 5-9% rate of disagreement in emergency 

department [3].  A 61% of cancer misdiagnosis (false 

positives) was observed in screening mammography [4].  A 
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study on re-interpreting 60 abdominal and pelvic CTs found a 

staggering 32% discrepancy in intra-observer variation, along 

with a 26% in inter-observer variation.  In the case of CTs 

and MRIs, there is a significant discrepancy rate (13% major 

and 26% minor) between specialist neuroradiology second 

opinion and general radiologists [5].  Analyzing screening 

mammograms performed in the US in 2013, the discrepancy 

rate had a significant effect on patient morbidity and anxiety.  

Misinterpretations of cancer related CT scans have been 

reported in 31-37% of cases [6].  If we look into it a bit 

deeper, perceptive errors, as opposed to cognitive errors, 

account to about 60% to 80% [7]. 

To tackle this pivotal issue, the prospects of 

machines diagnosing or aiding in diagnosing diseases more 

accurately has been studied widely.  Technology has come a 

long way since the time of Larry Roberts (1960) and David 

Marr (1978) at MIT, who pioneered the study of computer 

vision and scene understanding.  Computers started looking 

at human body fluids, radiological reports, sonograms, 

electrograms, and scope videos to help humans in reducing 

human error or detecting a disease faster.  When a computer 

program tries to decipher an image, there are many different 

stages or approaches, like turning the image to grayscale, 

then trying to find lines/edges, segmentation, object 

localization, detection and labelling.  Some applications try to 

reduce the dimensionality to simplify the process.  Some 

applications find objects in an image based on some 

statistical algorithms, and then identify those objects based on 

feature extraction and matching with a database of object 

features.  However, due to the sheer variety and 

unconventionality in the shapes or presentations of human 

anatomy, the task of separating objects in a medical image 

and identifying them and their abnormalities has been nothing 

less than a herculean task. 

The answer to this seems to be lying in a process 

called image segmentation which though can be perceived as 

a fundamental part of image analysis, seems to have a 

significant effect on the rest of the processes that leads to 

object recognition and labelling.  To segment medical 

images, even though there have been some working medical 

applications developed which are based on techniques such as 

thresholding, supervised and unsupervised clustering, and 

geometric deformable models, they seem to be limited in 

their capabilities.  Ma et al. reviewed segmentation 

algorithms used for medical images and found that threshold-

based algorithms, though efficient, suffer from sensitivity to 

noise and difficulty in application to multi-channel images.  

Segmentation accuracy can be improved if supervised 

classification algorithms are properly modeled, even when 

structures are blurred or are influenced by noise.  When there 

is a lack in number of samples or there is a large variation in 

shape, unsupervised classification algorithms can prove to be 

very efficient.  Albeit, the above techniques depend largely 

on the size and accurate demarking of the training sets along 

with proper definition of parameters, position of initial points 

and the number of clusters [8].  The fact remains that these 

techniques face a huge challenge because of the large 

variations in organ shape and structures in medical images. 

Semantic segmentation (SS), is a different approach 

that seems to be giving encouraging results lately.  SS 

attempts to classify each pixel in the image based on its 

discriminative characteristics like intensity, relativity, 

neighborhood, color, etc.  Prior object knowledge is not 

necessary for semantic segmentation, which is a major 

advantage with this tool, making it a very useful step while 

dealing with human anatomy in medical images. 

 
Figure 1. Semantic Segmentation. Source [1] 

A segmented image, as shown in Figure 1, can then 

be used as a basis to analyze the image further for deeper 

insights, like counting cells or microorganisms, organ size or 

volume calculation, detecting abnormal shapes or 

appearances, etc.  The increase in demand for better 

segmentation models, coupled with the ascent of complex 

deep learning models, has paved the way to even more 

enthusiastic research and resource allocation.  Here, we 

attempt to review recently published work on the application 

of deep learning models to semantic segmentation in the field 

of medicine. 

II MATERIALS AND METHOD 

A comprehensive search was carried out in PubMed 

for papers with keywords deep learning, neural networks, 

image segmentation and medicine.  Elimination criteria was 

where either deep neural network was not employed or 

semantic segmentation technique was not used.  In order to 

limit the review to the specific task at hand, this paper tries to 

avoid articles dealing with 3D images/volumetric analysis as 

much as possible, though there could be an overlap in some 

places. 

III TECHNOLOGIES 

A.  Deep Convolutional Neural Networks 

Deep convolutional neural networks (DNN) are a 

type of artificial neural networks which are inspired by the 

https://www.semanticscholar.org/paper/A-Review-of-Medical-Image-Segmentation%3A-Methods-and-Withey-Koles/1b699b098ec7a5e539afd8370d71a82d41e3370d
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way neurons are connected and organized in a human visual 

cortex.  Cortical neurons respond to stimuli in a region called 

the receptive field, which partially overlap and tile the visual 

field.  This model of stimulus reception and delegation to a 

specific neuron within its specific field is mathematically 

cloned by a convolution module.  As depicted in Figure 2, 

there are mainly four main operations at work in 

convolutional neural networks (CNN): convolution, pooling 

or subsampling, classification and sometimes non-linearity 

based on the requirement. 

A.1)  Convolution:  Basically, the purpose of convolution is 

to extract features from the input image using small squares 

of data.  Computers interpret images as a matrix of pixel 

values.  The small square matrices (filters/kernels) of a 

particular size are slid through the image to understand what 

is in the image.  Filters extract what are called as feature 

maps.  The higher the number of filters, the better the image 

features extracted, but at the same time there is always a 

tradeoff between the processing resources/speed versus the 

number of filters, filter size, stride, depth of the architecture, 

etc. 

A.2)  Non-Linearity:  Most of the real-world data is non-

linear, especially the medical/anatomical data, and this 

complexity is addressed by the non-linear operators like 

ReLU, tanh, or sigmoid in combination with the regular 

convolutional layers. 

A.3) Pooling:  This operation helps reduce the dimensionality 

of feature maps, gradually decreasing the size of the input at 

each layer.  Pooling works by representing the given matrix 

in a smaller size.  Max pooling works by taking the maximum 

or largest element from the feature map.  There are other 

methods like average pooling (average of the matrix), sum 

(sum of the matrix), etc. 

A.4)  Classification:  Based on the training dataset, this fully 

connected layer classifies the input image, using the high-

level features extracted from prior layers using various 

classifiers like SVM, Softmax, etc. 

 
Figure 2 DNN Layers. Source [2] 

IV SEMANTIC SEGMENTATION USING DEEP 

NEURAL NETWORKS 

Guo et al. did a comprehensive review of the best 

approaches in semantic segmentation (in general) using deep 

neural networks, summarizing the strengths, weaknesses, and 

major challenges [9].  Shi et al. tried to review the major 

applications of neural networks in medical image processing 

and the major strengths and weakness thereof [10].  Jiang et 

al provide a focused literature survey on recent neural 

network developments in computer-aided diagnosis, medical 

image segmentation and edge detection towards visual 

content analysis, and medical image registration for its pre-

processing and post-processing, with the aims of increasing 

awareness of how neural networks can be applied to these 

areas and to provide a foundation for further research and 

practical development [11]. 

The articles have been divided into two main 

categories, applications in oncology versus non-oncological 

applications, and then subdivided into organ systems of the 

human body.  A couple of general applications in medicine 

are also talked about at the end. 

A.  Oncology Related Applications 

One of the most studied fields in medicine today 

would be that of cancers with a significant effort in early 

detection along with treatment optimization and better 

outcome prediction.  Application of semantic segmentation 

using DNN to this field of study is presented below: 

A.1)  Nervous System 

A modified fully convolutional network was used by 

Ronnenberger et al., using a contracting path (a typical CNN 

model) and an expansive path (upsampling and up-

convolution) with a total of 23 convolutional layers.  The U-

Net architecture achieved a very good performance on a cell 

segmentation task in light microscopic images that contained 

Glioblastoma-astrocytoma U373 cells on a polyacrylimide 

substrate recorded by phase contrast microscopy.  Their 

model presents a network and training strategy that relies on 

the strong use of data augmentation to use the available 

annotated samples more efficiently [12].  Pereira et al. 

proposed an automatic segmentation method based on CNN, 

with small 3×3 kernels which permits the designing of a 

deeper architecture for brain tumor segmentation in MRI 

images.  They used intensity normalization as a preprocessing 

step, which together with data augmentation proved to be 

very effective [13].  Kamnitsas et al. have proposed a dual 

pathway, 11-layers deep, three-dimensional CNN for the task 

of brain lesion segmentation.  They have devised an efficient 

and effective dense training scheme which joins the 

processing of adjacent image patches into one pass through 

the network while automatically adapting to the inherent class 

imbalance present in the data [14].  Choi and Jin worked on 

automated segmentation of brain structures and developed a 

fast and accurate method for the striatum segmentation using 

deep convolutional neural networks [15].  Xu et al. postulated 

that an automatic analysis of these images could reduce the 

load on the pathologists while at the same time eliminating 

http://suruchifialoke.com/2017-06-17-predicting-digits-cnn-tensorflow/


|| Volume 3 || Issue 4 || April 2018 ||                        ISO 3297:2007 Certified                                       ISSN (Online) 2456-3293 

                                                                     WWW.OAIJSE.COM                                                          42 

the human error.  They successfully transferred ImageNet 

knowledge as deep convolutional activation features to the 

classification and segmentation of histopathology images 

with little training data.  Their approach showed state-of-the-

art performance on a brain tumor (won the MICCAI brain 

tumor challenge contest for segmentation) and also colon 

cancer datasets.  They successfully distinguished necrosis 

versus non-necrosis regions from glioblastoma multiforme 

histopathology images [16]. 

Convolutional neural networks, though successful in 

computer vision, lack the natural ability to incorporate the 

anatomical location in their decision-making process, thereby 

hindering success in some medical image analysis tasks.  To 

tackle this issue, Ghafoorian et al. propose several deep CNN 

architectures that consider multi-scale patches or take explicit 

location features while training.  Applying this technique to 

white matter hyperintensities, also known as leukoaraiosis or 

white matter lesions (a common finding on brain MR images 

of patients diagnosed with brain related diseases), they 

achieved close to human level performance [17].  AlBadawy 

et al. assessed the effect of cross-institutional (data from two 

different institutions) training on the performance of CNNs 

on automatic glioblastoma segmentation and found that there 

was a very strong effect of selecting data from multi-

institutional setting, although they did not investigate the 

reasons behind this [18].  Milletari et al. proposed a novel 

approach to perform segmentation by leveraging the 

abstraction capabilities of CNN.  The method is based on 

Hough voting, a strategy that allows for fully automatic 

localization and segmentation of the anatomies of interest, 

especially the deep brain regions [19].  Wang et al. have tried 

to solve the problem of randomness of brain tumors' spatial 

location by using the model of CNN in the deep learning 

approach to cope with classification and labeling tasks of 

brain tumor images [20].  Wang et al. have developed a novel 

deep learning-based interactive segmentation framework by 

incorporating CNNs into a bounding box and scribble-based 

segmentation pipeline.  They propose image-specific fine-

tuning to make a CNN model adaptive to a specific test 

image, which can be either unsupervised (without additional 

user interactions) or supervised (with additional scribbles); 

and also, they propose a weighted loss function considering 

network and interaction-based uncertainty for the fine-tuning.  

They applied this framework to two applications:  2D 

segmentation of multiple organs from fetal Magnetic 

Resonance (MR) slices, where only two types of these organs 

were annotated for training; and 3D segmentation of brain 

tumor core (excluding edema) and whole brain tumor 

(including edema) from different MR sequences, where only 

the tumor core in one MR sequence was annotated for 

training [21]. 

Zhao et al. proposed a novel brain tumor 

segmentation method developed by integrating fully 

convolutional neural networks (FCNNs) and Conditional 

Random Fields (CRFs) in a unified framework to obtain 

segmentation results with appearance and spatial consistency.  

The approach trains three segmentation models using 2D 

image patches and slices obtained in axial, coronal and 

sagittal views respectively, and combine them to segment 

brain tumors using a voting based fusion strategy [22]. 

Valverde et al. have presented a novel automated 

method for White Matter lesion segmentation of Multiple 

Sclerosis patient images.  Their approach is based on a 

cascade of two 3D patch-wise CNN [23].  A method for 

automatic segmentation of MR brain images into a number of 

tissue classes using CNN was presented by Moeskops et al. 

[24].  Their method uses multiple patch sizes and multiple 

convolution kernel sizes to obtain precise segmentation 

details.  Chen et al. proposed a novel framework to 

automatically segment stroke lesions in diffusion-weighted 

MR imaging.  The framework consists of two CNNs:  one an 

ensemble of two DeconvNets (Noh et al. [26]), which is the 

EDD Net; the second CNN is the multi-scale convolutional 

label evaluation net (MUSCLE Net), which aims to evaluate 

the lesions detected by the EDD Net in order to remove 

potential false positives [25].  Thus, a considerable amount of 

work seems to have been done on detecting abnormalities in 

brain images and now we move on to the other anatomical 

systems. 

A.2)  Reproductive System 

Ciresan et al. in 2013 used deep max pooling CNN 

to detect mitosis in breast histology images.  Using as context 

a patch centered on the pixel, the networks were trained to 

classify each pixel in the images.  However, this approach 

suffered from slow speeds and redundancy along with a 

tradeoff between localization accuracy and use of context 

[27]. 

A.3)  Respiratory System 

The importance of lung nodule segmentation from 

computed tomography images in lung cancer diagnosis 

cannot be over stated, but heterogeneity and similarity in 

visual characteristics between nodules and their surroundings 

make nodule segmentation a complex task.  Wang et al. 

propose a data-driven model, Central Focused Convolutional 

Neural Network (CF-CNN), to segment lung nodules from 

heterogeneous CT images [28].  They tackle the image voxel 

(3D version of pixel) classification issue with a novel central 

pooling layer retaining much information on voxel patch 

center, followed by a multi-scale patch learning strategy.  In 

addition, they designed a weighted sampling to facilitate the 

model training, where training samples are selected according 

to their degree of segmentation difficulty. 
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A.4)  Integumentary System 

Jafari et al. proposed a deep neural network-based 

skin image segmentation and accurate extraction of a lesion 

region that performed better than the state-of-the art 

algorithms currently available.  The use of standard cameras 

for image capture, which translates to cheaper costs and 

ubiquitous availability of the equipment, is worth mentioning 

[29].  Bi et al. proposed a working method to segment 

dermoscopic images via multistage fully convolutional 

networks [30].  This approach claims to overcome the current 

hurdles in this technique where the existing segmentation 

methods tend to over- or under-segment the lesions when 

they have fuzzy boundaries, low contrast, inhomogeneous 

textures, or artifacts.  Furthermore, fine tuning of a huge 

number of parameters affects the performance of the current 

methods along with their dependence on preprocessing 

techniques, like hair removal and illumination correction. 

A.5)  Digestive System 

Kainz et al. achieved good accuracy with deep 

neural network-based approach for segmentation and 

classification of glands in tissue of benign and malignant 

colorectal cancer [31].  Their model used two distinct CNNs, 

one to separate glands from background and the other to 

identify gland-separating structures, achieving a tissue 

classification accuracy of 98% and 95%. 

A.6)  Skeletal System 

Xu et al. employed two CNNs (V-Net and W-Net) to 

segment and detect bone lesions in multiple myeloma on Ga-

Pentixafor PET/CT scans, and showed that deep learning 

method can leverage multimodal information for spatial 

feature representation [32].  They also showed that W-Net 

obtained the best result for segmentation and lesion detection, 

outperforming traditional machine learning methods such as 

random forest classifier (RF), k-Nearest Neighbors (k-NN), 

and support vector machine (SVM). 

B.  Non-Oncology Applications 

B.1)  Cardiovascular System 

Avendi et al. showed that deep learning algorithms 

can be effectively used for automatic segmentation of the 

right ventricle from cardiac MRI using a fully automatic 

learning-based method [33].  Tan et al. tried the same with 

left ventricle but with a different approach [34].  Although 

the aim was to segment the ventricle using CNN, they did not 

go with the pixel-based segmentation, but rather used 

parameter regression, which allows the network to inherently 

reflect domain-specific physical constraints.  They have used 

CNN regression to infer LV segmentation task in terms of the 

radial distances between the LV center point and the endo- 

and epicardial contours in polar space. 

B.2)  Endocrine System 

Ma et al. used cascade DNN to develop a very 

effective fully automatic detection of thyroid nodules from 

2D ultrasound images [35].  Specifically, they employed a 

deep CNN to learn the segmentation probability maps from 

the ground truth data.  Then, all the segmentation probability 

maps are split into different connected regions by the splitting 

method.  Finally, another deep CNN is used to automatically 

detect the thyroid nodules from ultrasound thyroid images. 

Cai et al. used a new deep neural network 

architecture for pancreas segmentation, via tailor-made CNN 

followed by convolutional long short-term memory network 

to regularize the segmentation results on individual image 

slices [36].  The contextual regularization permits to enforce 

the pancreas segmentation spatial smoothness explicitly.  

Combined with the proposed Jaccard loss function for CNN 

training to generate threshold-free segmentation results, their 

quantitative pancreas segmentation results improve the 

previous state-of-the-art approaches on both CT and MRI 

datasets. 

B.3)  Nervous System 

Xu et al. worked on segmenting the pigment 

epithelium detachment (PED), from optical coherence 

tomography images to reduce the time consuming manual 

interpretation which is also prone to error [37].  They 

proposed a novel DNN-based framework to automatically 

segment PEDs in polypoidal choroidal vasculopathy (PCV) 

patients.  This approach employs a dual-stage DNN learning, 

first learns the BM layers on images via DNN and then 

employs the obtained BM layers as constraints to assist 

another DNN to segment PED regions.  Xiao et al. have 

created an open-source, fully automated pipeline for the 

quantification of key values of oxygen-induced retinopathy 

(OIR) images using deep learning neural networks [38].  OIR 

is a widely used model to study ischemia-driven 

neovascularization (NV) in the retina and to serve in proof-

of-concept studies in evaluating antiangiogenic drugs for 

ocular as well as non-ocular diseases.  Ji et al. propose a 

model to automatically and accurately segment geographic 

atrophy (GA) (in age-related macular degeneration) by using 

spectral-domain optical coherence tomography (SD-OCT) 

images by constructing a voting system with deep neural 

networks without the use of retinal layer segmentation [39]. 

B.4)  Urinary System 

Measuring total kidney volume (TKV) is a 

prerequisite to diagnose polycystic kidney disease (PKD).  

Automating this task would alleviate the inherent variance in 

human-derived measurements while increasing measurement 

throughput at the same time.  Kline et al. showed that their 

complete framework performed fully automated 

segmentation at a level comparable with inter observer 

variability and that it could be considered as a replacement 

for the task of segmentation of PKD kidneys by a human 

[40]. 
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C.  Other Applications 

C.1)  Microscopy 

Van Valen et al. used DNN and a supervised 

machine learning method to robustly segment fluorescent 

images of cell nuclei as well as phase images of the 

cytoplasm’s of individual bacterial and mammalian cells 

from phase contrast images without the need for a fluorescent 

cytoplasmic marker [41]. 

C.2)  Pretreatment Risk Analysis 

Many physicians depend on eyeballing for 

pretreatment risk stratification to assess patients' capability to 

tolerate major surgery or chemotherapy, which is inherently 

subjective and prone to quantification errors.  The concept of 

morphometric age derived from cross-sectional imaging has 

been found to correlate well with outcomes such as length of 

stay, morbidity, and mortality.  Lee et al. propose a fully 

automated deep learning system for the segmentation of 

skeletal muscle cross-sectional area on an axial computed 

tomography image taken at the third lumbar vertebra [42].  

They utilized a fully automated deep segmentation model 

derived from an extended implementation of a fully 

convolutional network with weight initialization of an 

ImageNet pre-trained model, followed by post processing to 

eliminate intramuscular fat for a more accurate analysis.  

Accurate segmentation of organs-at-risks (OARs) is the key 

step for efficient planning of radiation therapy for head and 

neck cancer treatment.  Ibragimov et al. demonstrated 

accurate segmentation of most OARs using CNN in head and 

neck CT images, although inclusion of additional information 

like MR images could enhance the outcome [43].  Ibragimov 

et al. in consecutive work showed that CNNs and anatomical 

analysis can be used for accurate segmentation of portal vein 

for liver radiotherapy planning, a task with many challenges 

like low vasculature contrast, complex anatomy and image 

artifacts, fiducial markers and vasculature stents [44]. 

C.3)  Forensic Medicine 

Ebert et al. ventured to assess the potential for 

automated image analysis of radiological images in forensic 

medicine [45].  They used two separate networks, one to 

classify images into hemopericardium/not hemopericardium 

and the other to segment the blood content, to automate the 

detection of hemopericardium on post mortem CT images, 

which can be used as a triage tool to better identify cases with 

a possibly non-natural cause of death, especially when high 

caseloads make it impossible to perform autopsies on all 

cases. 

V DISCUSSION 

It would not come as a surprise that a significant 

effort in this field seems to be directed towards the most 

pressing issues in the medical field, such as cancer (Figure 3), 

especially of the brain, has been studied widely.  Various 

approaches have been tried, like dual paths (contracting path 

and expansive path) with up-sampling and up-convolution 

methods, fine tuning of a huge number of parameters, etc., 

yielding better performance.  The dependence of these 

methods on pre- and post-processing techniques cannot be 

completely ruled out, at least for now.  For example, Hough 

voting, a strategy that allows for fully automatic localization 

and segmentation of the anatomies of interest, especially the 

deep brain regions, was used by Milletari et al.  Smaller 

kernels allowed deeper architecture, which when used again 

with preprocessing steps and data augmentation were found 

to be more efficacious.  Some models simply used pretrained 

ImageNet models and some trained their models completely 

on their data, while others used multi-scale patches or took 

explicit location features to incorporate anatomical location 

details, etc.  AlBadawy et al. observed that data from multi-

institutional setting had a very strong effect on better 

outcomes by integrating FCNNs and Conditional Random 

Fields (CRFs). 

 
Figure 3 Semantic Segmentation using DNN in Medicine. 

Moeskops et al. used multiple patch sizes and 

multiple convolution kernel sizes to obtain precise 

segmentation details while others used methods like Central 

Focused CNN.  Jafari et al. used standard cameras for image 

capture in skin image segmentation, an approach that could 

see a good demand in the future, when and where it is 

possible.  Xu et al. employed two CNNs (V-Net and W-Net) 

to segment and detect bone lesions in multiple myeloma on 

Ga-Pentixafor PET/CT scans.  Applications in cardiology 

were promising with right and left ventricle segmentation 

which was an interesting application where fully automated 

training was employed in one case, and in the other, a CNN 

regression was only used to infer the segmentation task.  Ma 

et al. used probability maps split into different connected 

regions in training, and later used another deep CNN to detect 
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nodules.  Dual stage DNN Learning and other voting systems 

were employed in ophthalmology related applications to 

detect retinopathies and degenerations.  Table 1 lists the 

significant technologies used against the objects of interest 

worked on. 

Author

Technology/Combina

tion Organ/Object of Interest

Ronnenberger et al.(2015) FCNN Glioblastoma-astrocytoma U373 cells 

Kamnitsas et al(2017) FCNN Brain Lesion Segmentation

Choi and Jin(2016) FCNN Striatum Segmentation 

Xu et al.(2017) FCNN Glioblastoma Multiforme 

Ghafoorian et al.(2017) FCNN White Matter Hyperintensities 

AlBadawy et al.(2018) FCNN Glioblastoma Segmentation 

Wang et al.(2018)

CNN with Image Specific 

Fine Tunning

2D Segmentation of Multiple Organs of Fetal and 3D 

Segmentation of Core Brain Tumor

Zhao et al.(2018) FCNNS ,CRFs Brain Tumor Segmentation

Kamnitas et al.(2017) 3DCNN,CRF Brain Lesion Segmentation

Milletari et al.(2017) Hough CNN Brain Region Segmentation

Moeskops et al.(2016) CNN Brain Tissue Classification

Wang et al.(2017) Multi-Pooling CNN Classification and Labelling of Brain Tumor Tissue

Pereira et al.(2016) CNN Brain Tumor Segmentation

Avendi et al.(2017) CNN Right Ventricle Segmentation

Chen et al.(2017) CNN Ischemic Lesion Segmentation

Ibragimov and Xing(2017) CNN Segmentation of Organs-at-Risks in Head and Neck

Jafari et al.(2017) CNN Accurate Extraction of a Lesion Region

Ji et al.(2018) CNN Automated Geographic Atrophy Segmentation 

Kainz et al.(2017) CNN

Segmentation and Classification of Tissues in 

Corectal Cancer

Kline et al.(2017)

Artificial Multi-observer 

CNN Segmentation of Polycystic Kidneys

Lee et al.(2017) CNN Muscle Quantification

Tan et al.(2017) CNN Regression Left Ventricle Segmentation

Valverde et al.(2015) CNN

Automated Lesion Segmentation in Multiple Sclerosis 

and Filling

Van Valen et al.(2016) CNN Quantitative Analysis of Individual Cells in Live-Cell  
Table 1 Technologies used – object of interest. 

Microscopic applications to segment cell nuclei was 

another important research that could take a significant 

amount of load off the pathologists.  The use of CNNs in 

pretreatment risk analysis was an interesting application 

where one could quantify patient's tolerance capabilities and 

readiness to undergo surgeries or chemo/radio therapies.  

Finally, detecting the hemopericardium in postmortem 

images to automate segregation of non-natural deaths is also 

a good application where automation could be resource 

economic. 

VI CONCLUSION 

 A majority of the research in semantic segmentation 

using deep neural networks seems to be dedicated to cancer 

related applications, especially tumor segmentation in the 

brain.  Other systems also included in the cancer related 

segmentation studies were lung nodules, skin images, breast, 

and bone lesions.  Non-cancer related applications were in 

identifying cardiac structures like ventricles, thyroid nodules, 

pancreas, abnormalities in the eye, kidney volume 

measurement, cell nuclei segmentation, etc.  Other interesting 

applications were also in pretreatment risk analysis, before 

surgical procedures or chemo or radiotherapies, and in 

forensic medicine where the detection of hemopericardium 

was studied.  The results have been very promising and state-

of-the-art, winning global challenges in the respective fields.  

The ubiquitous motivating factors in these efforts seem to be 

to reduce human error and improve diagnostic speeds.  The 

need in this research is quality data that is 

labelled/curated/annotated. 

The sheer variety in approaches and models along 

with their combinations call for a systemic study of the 

models with their advantages and disadvantages along with 

the combinations thereof.  The dependence on pre- and post- 

processing techniques and their efficacy needs to be rated on 

a scale along with their specialties and specific point of 

applications.  Thus, better combinations and approaches of 

models with algorithms will continue to be experimented for 

a better throughput with faster and accurate results. 
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