Abstract: The inductive learning of fuzzy rule based classification systems affects from exponential growth of the fuzzy rule search space when the number of patterns and/or variables becomes high. This growth types the learning process more problematic and, in most cases, it indications to problems of scalability (in relationships of the time and memory consumed) and/or complexity (with respect to the number of rules obtained and the number of variables included in each rule). In this work, we propose a fuzzy association rule-based classification technique for high-dimensional problems based on three stages to find an accurate and compact fuzzy rule based classifier with a low computational cost. This technique parameters the order of the associations in the association rule extraction and considers the use of subgroup discovery based on an Improved Weighted Relative Accuracy portion to preselect the most interesting rules earlier a genetic post-processing process for rule selection and parameter change. The results found done twenty-six real-world datasets of altered sizes and with different numbers of variables establish the effectiveness of the proposed method.
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of these rules with the approach proposed by Nozaki et al in [12]. Consequently, this approach can only be used for small problems since its computational cost is very high when we consider problems that consist of a high number of patterns and/or variables. On the other hand, in [25] the authors used an algorithm based on the Apriori algorithm to mine association rules only up to a certain level and to select the K most confident ones for each class among them, in order to finally employ a genetic rule selection method that obtains a classifier from them. However, many patterns may be uncovered if we only consider the confidence measure to select the candidate rules.

In this paper we present a Fuzzy Association Rule-based Classification method for High-Dimensional problems (FARCHD) to obtain an accurate and compact fuzzy rule-based classifier with a low computational cost. This method is based on three stages:

1) Fuzzy association rule extraction for classification: A search tree is employed to list all possible frequent fuzzy item sets and to generate fuzzy association rules for classification, limiting the depth of the branches in order to find a small number of short (i.e., simple) fuzzy rules.

2) Candidate rule prescreening: Even though the order of the associations is limited in the association rule extraction, the number of rules generated can be very large. In order to decrease the computational cost of the genetic post-processing stage we consider the use of subgroup discovery based on an improved Weighted Relative Accuracy measure (wWRAcc’) to preselect the most interesting rules by means of a pattern weighting scheme [16].

3) Genetic rule selection and lateral tuning: Finally, we make use of GAs to select and tune a compact set of fuzzy association rules with high classification accuracy in order to consider the known positive synergy that both techniques present (selection and tuning). Several works have successfully combined the selection of rules with the tuning of membership functions (MFs) within the same process [14], [15], taking advantage of the possibility of different coding schemes that GAs provide. The successful application of GAs to identify fuzzy systems has led to the so-called Genetic Fuzzy Systems (GFSs) [16]–[18].

In order to assess the performance of the proposed approach, we have used twenty-six real-world datasets with a number of variables ranging from 4 to 90 and a number of patterns ranging from 150 to 19020. We have developed the following studies; first, we have shown the results obtained from comparison with three other GFSs [18]. Second, we have compared the performance of our approach with two approaches to obtain fuzzy associative classifiers. Third, we have shown the results obtained from the comparison with four other classical approaches for associative classification and with the C4.5 decision tree [19]. Furthermore, in these studies we have made use of some non-parametric statistical tests for pair-wise and multiple comparison of the performance of these classifiers. Then, we have shown a study on the influence of the depth of the trees and the number of evaluations in the genetic selection and tuning process. Finally, we have analyzed the scalability of the proposed approach.

A. Stage 1. Fuzzy Association Rule Extraction for Classification

To generate the RB we employ a search tree to list all the possible fuzzy item sets of a class. The root or level 0 of a search tree is an empty set. All attributes are assumed to have an order (in our case, the order of appearance in the training data), and the one-item sets corresponding to the attributes are listed in the first level of the search tree according to their order. If an attribute has j possible outcomes (qi linguistic terms for each quantitative attribute), it will have j one-item sets listed in the first level. The children of a one-item node for an attribute A are the two-item sets that include the one item set of attribute A and a one-item set for another attribute behind attribute A in the order, and so on. If an attribute has j > 2 possible outcomes, it can be replaced by j binary variables to ensure that no more than one of these j binary attributes can appear in the same node in a search tree. An example with two attributes (V1 and V2) with two linguistic terms (L and H) is detailed in Figure 1.

Figure 1. The search tree for two quantitative attributes V1 and V2 with two linguistic terms L and H

An item set with a support higher than the minimum support is a frequent item set. If the support of an n-item set in a node J is less than the minimum support, it does not need to be extended more because the support of any item set in a node in the subtree led by node J will also be less than the minimum support. Likewise, if a candidate item set generates a classification rule with confidence higher than the maximum confidence, this rule has reached the quality level demanded by the user and it is again unnecessary to extend it.
further. These properties greatly reduce the number of nodes needed for searching.

B. Stage 2. Candidate Rule Prescreening

In the previous stage, we can generate a large number of candidate rules. In order to decrease the computational costs of stage 3, we consider the use of subgroup discovery to preselect the most interesting rules from RB obtained in the previous stage by means of a pattern weighting scheme [23]. This scheme treats the patterns in such a way that covered positive patterns are not deleted when the current best rule is selected. Instead, each time a rule is selected, the algorithm stores a count i for each pattern of how many times (with how many of the selected rules) the pattern has been covered.

In the first iteration all target class patterns are assigned the same weight w(ej , 0) = 1, while in the following iterations the contributions of patterns are inversely proportional to their coverage by previously selected rules. In this way the patterns already covered by one or more selected rules decrease their weights while uncovered target class patterns whose weights have not been decreased will have a greater chance of being covered in the following iterations. Covered patterns are completely eliminated when they have been covered more than kt times.

Table 1: Five Patterns Example

<table>
<thead>
<tr>
<th>ID</th>
<th>X1</th>
<th>X2</th>
<th>Class</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID1</td>
<td>0.0</td>
<td>10.0</td>
<td>C1</td>
<td>1.0</td>
</tr>
<tr>
<td>ID2</td>
<td>2.5</td>
<td>4.0</td>
<td>C2</td>
<td>1.0</td>
</tr>
<tr>
<td>ID3</td>
<td>3.2</td>
<td>1.0</td>
<td>C3</td>
<td>0.0</td>
</tr>
<tr>
<td>ID4</td>
<td>9.0</td>
<td>5.0</td>
<td>C2</td>
<td>1.0</td>
</tr>
<tr>
<td>ID5</td>
<td>2.5</td>
<td>10</td>
<td>C1</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Thus, in each iteration of the process the rules are ordered according to a rule evaluation criteria from best to worst. The best rule is selected, covered patterns are reweighted, and the procedure repeats these steps until one of the stopping criteria is satisfied: either all patterns have been covered more than kt times, or there are no more rules in the RB. This process is to be repeated for each

C. Stage 3. Rule Selection and Lateral Tuning

We consider the use of GAs to select and tune a compact set of fuzzy association rules with high classification accuracy from the RB obtained in the previous stage. We consider the approach proposed in [25] where rules are based on the linguistic 2-tuples representation [19]. This representation allows the lateral displacement of the labels considering only one parameter (symbolic translation parameter), which involves a simplification of the tuning search space that eases the derivation of optimal models, particularly when it is combined with a rule selection within the same process enabling it to take advantage of the positive synergy that both techniques present. In this way, this process for contextualizing the MFs enables them to achieve a better covering degree while maintaining the original shapes, which results in accuracy improvements without a significant loss in the interpretability of the fuzzy labels. The symbolic translation parameter of a linguistic term is a number within the interval [-0.5, 0.5] that expresses the domain of a label when it is moving between its two lateral labels. Let us consider a set of labels S representing a fuzzy partition. Formally, we have the pair, (Si , αi), Si ∈ S, αi ∈ [-0.5, 0.5).

An example is illustrated in Fig. 3 where we show the symbolic translation of a label represented by the pair (S2, -0.3).

II RESULT AND DISCUSSION

Taking into account the results obtained, we can conclude that our model is a solid approach to deal with high dimensional datasets, as it obtains the best accuracy in the experimental study. Moreover, FARC-HD obtains models with a reduced number of rules (39,2 rules on average) and particularly with few attributes in the antecedent. Finally, the limit in the depth of the trees, along with candidate rule prescreening using the fuzzy measure wWRACC”, allow us to reduce the search space considerably. Thus, the genetic process for selection and tuning does not introduce an excessive computational cost in to the whole process.

III CONCLUSION

In this paper we have future a new fuzzy associative classification method for high-dimensional datasets, named FARC-HD. Our aim is to get accurate and compact fuzzy associative classifiers with a low computational cost. To do this, we mine fuzzy association rules limiting the order of the associations in order to obtain a summary set of candidate rules with less attributes in the antecedent. We have made use of a pattern weighting scheme in order to reduce the number of candidate rules, preselecting the rules with the best quality. A genetic rule selection and lateral tuning is applied to select a small set of fuzzy association rules with a high classification accuracy.
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