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Abstract: State space analysis is an excellent method for design and analysis of control system. It can be applied to Non-

linear, Time-invariant and MIMO systems. Proposed research work has presents a state space description for the 

minimal delay wavelet FIR filter banks by using special orthonormal basis function. This FIR structure guarantees BIBO 

stability, Robustness and provide Perfect reconstruction by verifying the Minimality, observability, and the minimal 

realization for the filter transfer function. Also proposed work has lesser delay compared to base research work. 
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--------------------------------------------------------------------------------------------------------
I INTRODUCTION 

A Finite impulse response (FIR) Filter is a filter structure that 

can be used to operate with any kind of frequency response 

digitally. FIR is a filter whose impulse response is the finite 

period. In a FIR filter, there is no feedback. FIR filter is usually 

designed to be linear phase. 

 In digital Signal processing and Communication 

Wavelet transforms play a considerable role. Wavelet filters and 

Scaling play a significant role in the wavelet transform. They are 

used in the formulation of Discrete Wavelet Transform 

coefficient algorithm implemented by filter banks. Filter 

coefficients of FIR Filter are computed from Daubechies wavelet 

bases. Filter banks are constructed of low pass, bandpass and 

high pass filters used for the spectral decomposition and 

composition of signals. They play an important role in many 

signal processing applications, Scrambling image compression, 

adaptive signal processing and transmission of several signals 

through the same channel. The reason for their popularity is the 

fact that they easily allow the extraction of the spectral 

component of a signal while providing very efficient 

implementations. Many of the filter banks involve distinct 

sampling rates, they are also called as multi-rate systems. 

The main idea of using filter banks is that in frequency 

domain its separate the signal under consideration into two or 

more signals or to fused two or more different signal into a 

single signal. A perfect reconstruction FIR filter should follow 

stability condition. Any space model that is both controllable and 

observable and has the same input output behaviour as the 

transfer function is said to be a minimal realization of the 

transfer function. Besides the minimality condition, reachability 

and observability conditions were achieved. This approach can 

also be valuable for use with nonlinear models. 

P.P Vaidyanathan describes the matrices which are a 

Unitary matrix and Paraunitary matrix. These matrices are used 

in Signal processing, Robustness digital filtering, and multi-rate 

filter bank design. These matrices are employed in the finite field 

when the author needs to compute in the finite field.  In this 

paper, the author has described various properties of these 

matrices. The author has also determined and well applied these 

matrices in group field (GF2).The Paraunitary matrix contains a 

degree one.[8] 

P.P Vaidyanathan describes the parameter of perfect 

reconstruction (PR)FIR filter bank and this can be done with the 

help of orthogonal wavelet. For the PR of the FIR Quadrupture 

mirror filter(QMF) bank, the determinant of the polyphase 

matrix (E(z)) of analysis must be  equal to delay. The author 

explores a different technique to describe such matrices. To 

solve problem author describe this in two problems that are first 

it describes the parameter of the lossless matrix and after that, it 

describes the parameter of the unimodular matrix. In this paper, 

the author uses different types of matrices for describing the 
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parameter of the filter bank and also describes the problem in the 

parameter of the unimodular matrix that is converted into the 

problem in linear algebra. [7] 

G Sherlock and D.M.Monro have proposed a technique 

for finding filter coefficient of Perfect reconstruction (PR)  FIR  

filter of different length. The authors have described various 

parameters for determining filter coefficient as the author used 

Daubechies filter coefficient also they take different types of 

roots because parametrization is not unique, authors have also 

described the wavelets on the basis of a number of vanishing 

moment. In this work, authors have also described the symmetry 

properties of the space. [9] 

Selvaraaju Murugesan & David B.H Tay have proposed 

a technique to preserve vanishing moment of the biorthogonal 

and orthogonal filter and also Rationalize the orthogonal and 

biorthogonal filter with perfect reconstruction. However, in the 

orthogonal filter,  it shows energy preservation but does not 

show symmetry, due to this reason biorthogonal filter is 

preferred. For the regularity of the wavelet, Vanishing moment 

(VM) plays a significant role. Biorthogonal filter banks preserve 

many VMs at each stage but orthogonal filter bank preserves 

atmost one VMs. The authors have proposed another technique 

Zero dc leakage preservation which rationalizes the orthogonal 

filter. Complementary filters are used for the biorthogonal 

filter.[24] 

Ramirez-Echeverria et al. proposed that for Minimal 

Square Error(MSE) in discrete time state space FIR filter. 

Authors have Estimated the optimal memory. There exist no 

relation between the optimal memory and filter order. In this 

estimation, we donot include any type of distortion and noise 

which is the significant property. Also optimal memory  

can be determined with the help of mean square value(MSV). 

Authors have also applied learning cycle for determing . 

[12] 

II PROPOSED METHODOLOGY 

In this work, we have represented the filter using State 

space analysis to formulate the output as a function of input 

filtered signal either for a low pass or high pass filter. The 

current input of the filter is a function of input state at a previous 

sample and also the input signal. In the state space for perfect 

reconstruction wavelet designing FIR filter banks with the help 

of special orthonormal basis functions. Orthonormal basis 

function play a significant role and its distinctive properties 

make them attractive in the modelling of dynamic systems. 

Orthonormal functions are the functions that are both orthogonal 

and normalized. Both these properties make them special and 

provide the best result. With the help of special orthonormal 

basis function in Figure. 1 we could find the coefficient of filter 

and filter coefficient is different for different wavelet. 

Figure 1 shows the generation of orthonormal wavelets 

from angular parameters. These parameters will be used for 

calculating and determining the state space. The Procedure for 

descripting filter bank parameterization in state space is depicted 

in Figure.2. From Figure.2 we defined some parameter that 

describes the filter. 

 is the input signal (which being filtered) at sample number 

. 

 the state space at sample . 

the state space at sample . 

 the output (the filtered signal) at sample number  

By following this procedure having the first delay 

operator is  and the remainders are .   =  and 

, where  

and , ,..., . Also, the output  

is the output signal for an input signal which is filtered by the 

low-pass filter and  is the output to the input signal  which 

filtered by the high-pass filter. Therefore, the model in the state 

space is can be represented as follows. 

 

 
Figure 1: Generation of orthonormal wavelets from angular 

parameters 

 

Figure 2: Procedure for filter bank parameterization in state 

space 
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The input and output signal at any sample K can be 

calculated from the previous values        

           “(Eq.1)”                      

                    “(Eq.2)”                     

For input  and denotes the 

 sampling instant. From figure.2 it follows equation (13)-

(16) from [1]. With the help of this equation, we use to, find 

state matrix of the FIR filter. 

The state matrix (or system matrix) A is given by 

 
 

     and the input matrix B is given by 

 

 
                                                                                                  

The output matrix C and the feedthrough (or feed 

forward) matrix D presented and is given by 

 

 
Where  

A= Coefficient of follows the equation to get the root of 

the matrix element. 

B= Coefficient of for the states. 

C= Coefficient of for output . 

D= Coefficient of for output . 

 

 
 

Validation 

The second step, after calculating the state space 

matrices A, B, C, and D. it should verify that they are the 

minimal realization of the transfer function H(Z) of the FIR 

Filter by verifying the observability and reachability of the 

obtained structure with n delays.  

The observation condition is having the matrix 

 has the full rank n. 

And the reachability condition is having the matrix 

 has full rank n. 

By coding the modelling equations using MATLAB 

2013 as included in appendix A, the state space matrices can be 

obtained. A fully graphical user interface is created using 

MATLAB as shown in Figure.3, it enables the use easily to enter 

the angular parameters and after validating the input, its 

processes according to the model equation discussed above and 

generate the state space matrices A, B, C, and D and  also 

calculate the coefficients of the filter. Furthermore, there is an 

option to validate the minimality of the realization and show an 

example of the outputs of the process. 

III RESULT & DISCUSSION 

The set of angular parameter for db2 is 

 is obtained with the help of 

parametrization of orthonormal wavelets. For db2, a 

 matrix is obtained for realization and 

 matrix is obtained for observability. 

So here N=2 for db2. The state matrices can be obtained from 

the formulation of A, B, C and D. The length of the wavelet 

filter that is filter coefficient is two times that number. For db2, 

length . 
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 Figure 3 Graphical user interface for the operation 

State Matrices 
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The angular parameters for db3 are 

. The number refers to the 

number of vanishing moments. Basically the higher the number 

of vanishing moments, the smoother the wavelet. In db3 the 

length is  So the length of filter coefficient are 6. 

 

Filter coefficient 

 
Validation 

 

  

 



|| Volume 1 ||Issue 1 ||July 2016||                                                                                                                                

OPEN ACCESS INTERNATIONAL JOURNAL OF SCIENCE &ENGINEERING 

                                                                  WWW.OAIJSE.COM                                                        12 

 

  
 

 

IV CONCLUSION 

This work introduces a new state space description for 

wavelet finite impulse response filter by utilizing special 

orthonormal basis functions. The realization was optimized to be 

minimal and has the fewest delay for the specific transfer 

function of a FIR Filter. This realization characterizes the filter 

by its coefficients which are determined based on orthonormal 

basis functions. Furthermore, a complete graphical interface has 

been created to facilitate the process of entering the input 

parameters and it includes the validation of the observability and 

reachability of the obtained structure with n delay to be sure that 

the realization is minimal and there is no other structure has a  

lesser delay. This proposed work is also suitable for the 

nonlinear model. Also, the Eigen values of an are zero. 
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