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Abstract: Application of data mining and machine learning techniques in the field of education is gaining prominence 

these days as it would help Identify weak areas of the student and predict student performance. This would help both the 

student and the educational institution. Research till date has only predicted the final grade of the student. In this paper, 

we attempted to analyze the various factors that contributed to the student performance like the background of the 

student, involvement in social activities, student performance in the coursework etc. data mining techniques such 

Decision Tree J48, Naïve Bayesian and KNN algorithms are used to predict the student performance in mathematics at 

secondary school. We find that the background of the student and involvement in the social activities have played an 

important role in forecasting student performance. This model could be adopted for the early prediction of student 

achievements and assist in improving on the weak areas of the student. 
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INTRODUCTION 

With rapid growth of artificial intelligence and machine 

learning, these two techniques are being applied in almost 

every domain to gain insights into the data and predict 

outcomes. Data mining and machine learning techniques are 

being applied in the field of education also to understand and 

predict student performance. Applying data mining and 

machine learning techniques in the educational domain would 

help to take decisions beforehand to understand and predict 

weak areas of a student and improve student performance. 

Thus, this benefits all the stakeholders domain in the 

educational domain – The student, educational institutions, 

parents and teachers. As it is a win-win situation for 

everyone, more and more educational institutions are being 

interested in applying the data mining techniques and predict 

student performance. The trainers would have enough time to 

improve on the weak areas of the student based on the 

discovered insights and the recommendations from the data 

mining system would help the students improve their 

performance. Application of data mining techniques in the 

educational domain also helps in categorizing academic 

records based on student’s learning patterns, activities etc. 

 Current literature has been focusing on student 

performance in the academics, teaching quality, learning 

methodologies as the prime elements in predicting a student’s 

overall performance. But there are other factors which can 

impact the student performance such as the background of the 

student, attendance of school, involvement in social activities, 

study habits etc. Considering the impact of the above-

mentioned factors would help to improve the student 

performance in a particular subject as early as possible. In this 

paper, we try to analyze and recognize the impact of the 

background characteristics of a student in evaluating and 

predicting student performance. The performance forecasting 

model is built using the supervised data mining techniques 

such as Decision Tree J48, Naïve Bayesian and KNN 

algorithms. It has been observed that student background and 

social activities have a significant impact on student 

performance and their impact can be graphically visualized 

from the decision tree structure generated by the models. 
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II LITERATURE SURVEY 

Performance Analysis and Prediction in Educational Data 

Mining – A Research Travelogue 

Nowadays due to digitalization and computerization 

many changes have occurred in the field of education. Large 

amount of data is residing in the educational databases, but it 

is being utilized effectively. Latest Technologies and 

powerful tools like machine learning and Big Data have to be 

used to analyze the data in the databases and gain insights 

from it. This paper gives an insight into the research made in 

the field of Educational Data Mining. Based on this paper, we 

have selected the algorithms used to predict the student 

performance. They are: Decision Tree J48, Naïve Bayesian 

algorithms and KNN algorithms. 

Application of Big Data in Education Data Mining And 

earning Analytics 

With the advancement in mobile technologies and 

ubiquitous usage of smart phones, they have become a part of 

student’s life to access the online content. Online activities of 

the students generate enormous amounts of data. This data is 

remaining unused and getting wasted as conventional 

analytical systems do not have the capacity to process them. 

This paper gives insights into how Big Data and Machine 

learning can be used in the field of Educational data mining. 

Some of the applications of Big Data in EDM mentioned in 

this paper are: Student Performance Prediction, Student Drop-

outs - Attrition Risk Detection, Data Visualization to identify 

trends, Development of Intelligent feedback systems, Course 

Recommendation System, Skill Estimation of Student etc. 

Role of Data warehousing in Educational Data Analysis 

Most of the educational institutions have lot of data 

but there are no efficient tools to analyze the high volume of 

data and translate it into information or knowledge which 

could be useful. This paper gives insights into the data 

warehousing strategies that must be used by educational 

institutions to build a good datawarehouse that can be used to 

analyze the data present with institution over a period. It 

discusses about how to collect the data from various source 

systems, clean it, load it and integrate it in the data warehouse 

to gain insights into the data. This would lead to understand 

the elements that impact the success of the student, 

optimizing the resources and increase productivity. 

III SYSTEM ANALYSIS 

Existing system:  

Data mining techniques are being applied in the field 

of education to understand and predict student performance 

and this helps in focusing on the weak areas of a student as 

early as possible. In the current literature, the factors 

considered for predicting student performance are student 

performance in academics, teaching quality and learning 

methodologies. The existing system does not consider the 

other important elements that impact distorting performance 

such as the background of the student, students involvement 

in social activities, the study habits of the student, the 

learning patterns of the student, Attendance in school etc.  

Disadvantages: 

1. The accuracy of the model using few attributes like 

teaching quality, student performance and learning 

methodology is not satisfactory.  

2. Desired results are not achieved. 

IV PROBLEM DEFINITION 

 Traditional data analysis approaches are not capable 

of extracting information from the educational systems and 

predict the student performance well ahead based on existing 

situations and attributes associated with the student. Due to 

exponential growth in data associated with students on 

various online platforms data mining techniques and related 

analytical approaches have to be followed to make use of the 

existing multidimensional data in the educational systems and 

gain insights. Hence the data associated with the educational 

systems is BigData and  

V PRPOPSED SYSTEM 

In this paper we try to analyze the impact of other 

important attributes that affect student performance like the 

background of the student, students involvement in social 

activities, study habits, attendance in school etc along with 

student performance in coursework on a 2-level classification 

and 5-level classification using the data mining algorithms 

such as Decision Tree J48 Naïve Bayesian algorithms and 

KNN algorithms. 

Advantages: 

1. Accuracy of proposed system is good 

2. Early prediction is possible 

3. Desired results are achieved. 

Decision Trees – J48 Algorithm: 

 Decision Trees – J48 algorithm is a statistical 

classifier and can work effectively on student datasets. It is 

one of the best data mining techniques that is capable of 

classifying information based on input features in an effective 

way. Information Entropy is the basis of this algorithm. 

KNN Algorithm 

 KNN or K-Nearest Neighbour algorithm is a 

statistical algorithm which does not use any parameters. The 

features that are used for prediction and training the model 

are analyzed and the classification of other records in the 

dataset is done based on identifying its nearest neighbor and 

grouping them together. It is a form of example based 

learning. 
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Naives – Bayesian algorithm: 

 Bayes theorem in statistics is the base for the Naives 

Bayesian algorithm. This is one of the preferred algorithms 

for classification due to its high accuracy and it is 

probabilistic in nature. 

VI SYSTEM DESIGN 

System Architecture: 

 

Figure 1 System Architecture 

The Figure1 shows the system architecture. The data 

collected from various educational systems is fed to the data 

mining system. The recommendations from the Data Mining 

system are taken by the educators to plan the courses and 

address the difficulties faced by the students to perform 

better. The students can understand their weak areas and 

prepare ahead. 

2-Level Classification and 5-Level Classification 

This experimental result also has shown that student 

coursework results are significant attributes in predicting 

student performance in mathematic final grade as it has 

highest precision accuracy 0.924 in 2-level classification and 

0.791 in 5-level classification. In overall, accuracy of 

algorithms in 2-level classification are out performed models 

in 5-level classification. The models accuracy are> 0.5, this 

indicated that student background and student social activities 

are viable to be used to perform early analysis and prediction 

of at-risk student to determine whether it pass or fail the 

subject. 

2. Clustering 

Clustering can be said as identification of similar 

classes of objects. By using clustering techniques we can 

further identify dense and sparse regions in object space and 

can discover overall distribution pattern and correlations 

among data attributes. Classification approach can also be 

used for effective means of distinguishing groups or classes 

of object but it becomes costly so clustering can be used as 

preprocessing approach for attribute subset selection and 

classification. 

3. Data visualization 

Data visualization is an important preprocessing 

task, which used graphical representation to simplify and 

understand complex data. Visualization techniques have been 

recently used to visualize online learning aspects. Instructors 

can utilize the graphical representations to understand their 

learners better and become aware of what is occurring in the 

distance classes. 

Data Flow Diagram: 

 

Figure 2 Data Flow Diagram 
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 The above diagram represents the flow of data 

within the system. The data is collected from different 

systems and integrated into a single dataset. As the dataset is 

used to train our model, it has processed to remove any data 

anomalies, normalize data and filter out any unnecessary data. 

This cleaned and normalized data is used to generate a model 

and apply the data mining algorithms like Naïve Bayesian, 

KNN and Decision Tree – J48. The results predicted by each 

of these algorithms are analyzed individually for accuracy. 

VII IMPLEMENTATION 

This project has the below Five modules: 

1. Initial Data Processing Technique 

2. Crucial Data Mining Process 

3. Data Clustering Methodology 

4. Data Classification Process 

5. Data Facts Representation 

1. Initial Data Processing Technique: 

Collection of data is been given as an input data set 

in order to perform analytical evaluation of students 

performance. This data processing section raw data from a 

specific data set is been taken into consideration and being 

evaluated and converted into proper segmented dependent 

variable classification in order to improve the quality of the 

data. This process of data free processing mechanism has to 

been taken over effectively in order to predict the secure 

information enabling data access policies for the data mining 

models. This initial stage of prior processing of data is been 

driven effectively and efficiently in order to eliminate semi 

finished values so that we could achieve out-rated retrieval of 

data from dataset. The above said methodology is demanded 

in order to maintain equality of data processing prior to the 

data mining approach. 

2. Crucial Data Mining Process: 

This process includes Data Selection & Data 

Transformation activities. About two processes are effectively 

driven in order to trigger variable data fields that are been 

identified in the process of data digging raw data mining in 

such that dependent variables are they selected are been 

mined from the desired data set. So this extraction of 

dependent variables from the desired data set helps us to 

evaluate the student performance by effectively implementing 

the data prediction model supervised approach in such that 

student background and social activities are being considered 

in predicting the student performance using an effective 

analytical approach. 

3. Data Clustering Methodology: 

This crucial stage of clustering mechanism is being 

driven with unsupervised data valuation policies along with  

 

arithmetic effective approaches so as to handle data  

duplication methodologies over homogeneous data cluster 

environment. Data set that is been provided in data 

preprocessing stage is related with huge data information 

which has to get big with the proper data protection. 

Association rule mining and data decision evaluations are 

been carried out in a most effective and efficient way a using 

concealed data pattern extractions in a rational approach. The 

total data set that is been submitted in the initial stage of data 

pre processing has to get fragmented with the proper subsets 

of information in order to make a move analytical approach 

so that these data subsets are been categorized into various 

data instance clusters wherein each of that has a complete 

information over the different variable elements which has a 

correlation between 1 and other are been grouped effectively 

where as independent data items or elements are been isolated 

and dumped into eliminated clusters. 

4. Data Classification Process: 

The  above said effective and efficient data 

clustering alone can't help us to address analytical approach in 

evaluating the performance of a student it which pen need to 

be carried out into data categorization for classification show 

that the prediction process will be effectively be driven. In 

our technical analytical approaches of Naïve Bayesian, 

Decision Tree J48 and K-Nearest neighbor algorithms in 

general demands data preprocessing, data clustering, data 

classification are to be driven effectively in such that data 

mining strategies are being implemented effectively in order 

to predict the student performance in an efficient and 

effective way. Data classification plays a crucial role in such 

that student data can be mined properly so that desired 

student group data set could be extracted with their 

behavioral, social, background attributes are considered and 

production process made simpler in a most effective way. 

5. Data Facts Representation 

In data knowledge segmentation huge data is been 

extracted from the desired academic Student data set that 

contained both dependent and independent wearable items 

which is been supplied to the above said linear classifier 

methodologies in such that proper segmentation or for 

clustering is been effectively done and inter-cluster 

comparison process will be driven effectively in order to 

predict the student performance evolution in a most effective 

way. Show the stages of data classification and clustering 

mechanism plays a crucial role in the approach of an 

analytical strategies in predicting the students performance 

any more efficient and effective ways so that the data 

representation or segmentation is been driven with a more 

precise optimal policies. 
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VIII. ANALYTICAL RESULT SCREENS 

Upload Data: 

                  This screen allows uploading the student data and 

predicting the student performance by applying different 

techniques like Decision Trees, Naïve Bayesian and K-

Nearest Neighbour algorithms.  

 

Performance Prediction using Decision Trees: 

This screen applies the Naïve Bayesian algorithm to the 

dataset uploaded and shows the accuracy of the algorithm. A 

single student search is also provided where the predictions 

would be made for that student and the accuracy of that 

prediction is also shown 

 

Performance Prediction using K-Nearest Neighbor: 

This screen applies the K-Nearest Neighbor algorithm to the 

dataset uploaded and shows the accuracy of the algorithm. A 

single student search is also provided where the predictions 

would be made for that student and the accuracy of that 

prediction is also shown 

 

 
This screen applies the Decision Trees algorithm to the 

dataset uploaded and shows the accuracy of the algorithm 

 

Performance Prediction using Naïve Bayesian Algorithm: 

 

Comparison of Algorithms for Student Performance 

Prediction: 

The below screen shows a comparison of 3 different 

algorithms that are used to predict the student performance.  

It can be observed that Naïve Bayesian algorithm can predict  
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the student performance with 85% accuracy. 

 
IX CONCLUSION 

Educational data mining techniques are used to 

predict student performance at a very early stage due to the 

consideration of important factors such as student background 

and involvement of student in social activities. This helps the 

at-risk students at a very early stage and gives them scope to 

improve their performance. The teachers can also prepare 

early and come up with new techniques in teaching the topic. 

In future, unsupervised machine learning algorithms 

and data mining techniques could be applied to discover the 

relationship and impact up the attributes in clusters. This 

attribute analysis and feature selection would help in building 

more accurate models to predict the student performance. 
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