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Abstract: The term "big data" refers to the large amount of data which cannot be handled using conventional data processing 

methods and technologies. Big Data's area plays a vital role in different fields, such as agriculture, banking, data mining, 

education, chemistry, and finance, cloud computing, marketing, and health care stocks. Big data analysis is the way to look at big 

data to reveal overshadowed trends, incomprehensible relationships, and other vital information to resolve enhanced decision-

making. Because of its rapid growth and its functionality, the interest for big data has grown continuously. The open-source 

technology produced in Java by Apache Hadoop is still running on Linux. This research's main objective is to show an accessible 

and free solution in a decentralized system for Big Data use, with its benefits and its easy use. Later on, there appears to be 

necessary for an empirical analysis of new big data technology innovations. Healthcare is one of the best problems in the world. 

Big data in health care include the identification of electronic health data with patient safety and wealth. Data in the health sector 

evolves beyond healthcare organization management bounds and is focused on a rise in the next few years. 
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 I.  INTRODUCTION TO BIG DATA 

Big quantities of data have been produced rapidly since the 

invention of computers. This is the greatest inspiration for 

present and future boundaries of science. Mobile device 

technologies, digital sensors, connectivity, computation, 

storage and data collection have made provisions (Bryant, 

Katz, & Lazowska, 2008). The world's total data size has 

expanded nine times in the span of five years, according to 

the famous IT company Industrial Development Corporation 

(IDC; 2011) (Gantz & Reinsel, 2011). At least every two 

years, this number could double (Chen, Mao, & Liu, 2014). 

Big data is a new term derived from the need to analyze large 

amounts of data from large firms, including Yahoo, Google 

and Facebook (Garlasu et al., 2013). Different explanations 

were made to describe big data from 3V volumes, varieties, 

and speeds to 4V volumes, velocity, variety and veracity 

(Gandomi & Haider 2015; Philip Chen & Zhang 2014; 

Rodríguez-Mazahua et al. 2015). The big data, namely 

volume, speed and variation, were defined by Doug Laney 

(presently with Gartner). The word volume refers to data size, 

speed refers to input and output speed, and diversity defines 

data sources and types (Philip Chen & Zhang, 2014). As the 

fourth V to set big data, IBM and Microsoft added the reality 

of variability. Big Data is typically a series of huge quantities 

of complex data not effectively treated by state-of-the-art 

technology (Philip Chen & Zhang, 2014). Large-scale data 

storage and analysis techniques cannot work successfully. 

The storage, management and study of massive data can only 

be achieved through sophisticated data mining and storage 

techniques. Researchers and practitioners face significant 

challenges because the exponential data growth rate exceeds 

the existing human capabilities in developing appropriate 

data storage and analytical system for efficient management 

of large quantities of data (Begoli & Horey, 2012) (Begoli & 

Horey, 2012) (Begoli & Horey, 2012) (Begoli & Horey, 

2012) (Begoli & Horey, 2012).[1] 

The findings of this survey were as follows; (a) A summary 

of the genesis of Big Data applications and the latest trends, 

(b) Description of Big Data Processing Systems and 
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Methodological Approaches, (c) Discussion of analytical 

methods, (e) We look at various reports from case studies (f) 

II. TYPES OF DIGITAL DATA 

Several data types are used in Big Data analytics: structured, 

unstructured, spatial, real-time, linguistic, time series, event, 

network, and related. There is a need to differentiate between 

data produced by humans and information gathered by the 

equipment because sometimes, human data become less 

confident, noisy and unclean. 

Structured: 

Structured is one of the big data types, and we mean data that 

can be processed, stored and recovered in a defined 

configuration by structured data. It consists of highly ordered 

a database.[2] 

 

                       Figure 2.1. Data Types 

Unstructured: 

Unstructured data is defined as data that lacks any particular 

type or structure whatsoever. This makes it very difficult and 

time-consuming to process and interpret unstructured data. 

Email is a non-structured data example. Structured and 

unstructured are two essential categories of big data. 

Semi-structured: 

The third form of big data is semi-structured. Semi-structured 

data refers to data with structured and unstructured 

information in the forms described above. Precisely, it 

includes data, which, while not categorized under a specific 

database, still includes crucial details or tags distinguishing 

individual elements within the data. This takes us to the end 

of data forms. Let's talk about data features. 

Geographic data:  

Data from geographical information systems relating to 

highways, houses, lakes, addresses, individuals, workplaces 

and transportation networks. This information links to place, 

time and parameters (i. e. descriptive information). Digital 

geographic data has significant advantages compared to 

conventional data sources such as charts, paper maps, written 

explorer reports and spoken accounts, as digital data is 

quickly replicated, processed and communicated. More 

significantly, transformation, processing and analysis are 

simple. Such maps are essential for community planning and 

environmental monitoring. Geostatistics is considered a 

branch of statistics that is interested in space or space-time 

data. 

Real-time media:  

Live or stored media data streaming in real-time. The volume 

of data generated that would be more complicated in terms of 

storage and processing in the long term is particularly 

characteristic of the real-time media. Services such as 

example, are one of the key sources of media data. YouTube, 

Flicker, and Viméo provide the video, pictures and audio. 

Video-conferencing (or visual collaboration) is another 

essential source or real-time media that allows two or more 

places to simultaneously interact in two-way video and 

audio.[3] 

Natural language Data:  

Data produced by people, particularly verbally. The degree of 

inequality and the level of editorial quality vary from these 

details. Natural language data sources include speech 

capturing systems, mobile telephones and the Internet of 

things that produce vast sizes of text-like intercoms. 

Time-series: 

A series of data points (or observations), typically consisting 

of follow-up steps over some time. The function is to ensure 

patterns and anomalies, identify background and external 

factors, and relate the person in different periods to one 

group. There are two types of time series data: (i)continuous, 

in which we observe at any moment in time; and (ii) 

measurements at intervals (typically regularly) spaced. For 

example, oceanic tides, sunshine numbers and the Dow Jones 

Industrial Average daily closing value are calculated each 

month of the year. The unemployment rate is measured every 

month. 

Event data:  

Data developed in conjunction with the time series between 

external factors. This ensures that significant incidents from 

the insignificant may be distinguished. For example, car 

collisions or incidents details can be gathered and analyzed to 

explain better what the vehicles did before, during and after 
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the incident. Data is created from sensors fixed in various 

locations of the car's body in this example. Data from events 

consist of three key information components: i) behavior 

itself, ii) timestamp, time of the event, and iii) state that 

defines all other information relating to that event. Event data 

is usually defined as rich, demoralized, imbalanced and 

unnatural.[4] 

Network data:  

It is data linked to comprehensive networks like social 

networks (e. g. Facebook and Twitter), knowledge networks, 

biological networks (e.g., biochemical, environmentally 

friendly and cognitive) as well as to technology networks (e. 

g. the Internet, telephone and transportation networks). one or 

more relationship forms process network data as linked 

nodes. Nodes usually reflect people in social networks. Nodes 

reflect data items in information networks (e. g. webpages). 

Nodes may include Internet equipment (e. g. routers and 

hubs) or telephone switches in technical networks. Nodes can 

reflect neural cells in biological networks. The network 

structure and relations between network nodes are several 

essential functions here. 

Linked data:  

Based on standard web applications like HTTP, RDF, 

SPARQL and URI, data can be semi-required by a machine 

to exchange ideas (rather than serving human needs). This 

facilitates the connection and reading of data from various 

sources. The concept was coined in a design note on the 

Semantic Web project by Tim Berners-Lee, director of the 

World Wide Web Consortium. This project enabled the Web 

to connect associated data that was not connected by the 

frameworks and removed obstacles to connecting linked data. 

E.g., repositories for related data include IDB pedia, data 

collection containing Wikipedia extracted data, (ii) 

Geospatial and RDF descriptions with more than 7,500,000 

worldwide geographic features; (iii) UMBEL, a lightweight 

reference framework with 20,000 Open Cyc subject 

definition classes and relationships; Another project that aims 

at linking data to open content is connected open data. Lastly, 

each type of data has different analysis criteria and presents 

numerous challenges. The analysis of the data is widely 

understood, but none has a complete view in reality. 

III. BIG DATA ANALYTICS 

The Big Data Analytics is a technique used to analyze vast 

information sets with different information qualities such as 

tremendous specifics, exposing every single overlapping 

example, obscure relationships, advertisement drift, consumer 

tendencies and other supporting business data. These showing 

results may lead to sound advertisements, new revenue 

openings, increased consumer benefits, increased operations 

and greater access to contenders' associations and various 

company repayments. In various businesses, research 

teachings and even for society as a whole, Big Data has 

become a focal issue. This is because the ability to develop, 

obtain, distribute, process and analyze exceptional 

measurements of various information has virtually a 

widespread usefulness and essentially changes the way 

companies' function, how research should be feasible and 

how people live and use today's innovation. Important 

advantages of distinguishable firms such as the vehicle, 

funds, social insurers and assemblies, such as existing trends 

in the field, for example, "Industry 4.0" and "Web of Things" 

can be improved and faster knowledge analysis.[5] Analysis 

methods focused on knowledge using big data technologies, 

and research is becoming increasingly ordinarily accessible, 

for example, in the life sciences, the geography or 

cosmology. Customers using PDAs, web-based social 

networking and web assets invest in enhanced web-based 

energy initiatives, generating and spending colossal 

information measures and looking for personalized 

administration, proposals and communications. Much of the 

progress found with Big Data remains early. Still, there's a 

great assurance if the differing mechanical and application-

specific difficulties are effectively tackled in the supervision 

and use of Big Data. A portion of the specialized difficulties 

related to different "V" attributes, namely volume (support to 

very large quantities of data), speed (fast data analysis), 

variety (support to various types of data), and truthfulness 

(support for high data quality). The task is to guarantee a high 

degree of security and the capacity to turn the enormous 

calculation of information into useful knowledge or enhanced 

service. This is achieved by securing personal and touchy 

information. 

Analytics can be divided into three types: predictive analysis 

and descriptive analysis. 

 Descriptive analytics: the simplest class of analysis," one 

that enables you to consolidate enormous data into 

smaller and more useful bits. 

 Predictive analytics: the next step in data reductions, 

which is to study later and verifiable information using a 

variety of observable, display, information extraction and 

computer training techniques, allowing experts to 

anticipate what is to be expected. [6] 

 Prescriptive analytics: a form of predictive analysis. 

Fundamentally, we have to help an operation to take 

these data and take action by the business decision-

maker. 

IV. BIG DATA APPLICATIONS 

We studied the application architecture, the chronological 

creation and the incremental emergence of the major 

application models, including standalone, desktop, Web, rich 
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Internet and big data applications to learn about the roots of 

Big Data applications (Abolfazli et al.2014a). Our results 

were then extrapolated to two paradigms: Structuralism and 

functionalism. This helps in the study, characterization, 

comprehension, and perception of a phenomenon. 

"Structuralism explores the creation of a phenomenon, 

compares its structural features and exposes its weakness 

while preserving its ontology and epistemology generally 

(Burrell & Morgan, 1997). In order to understand the 

phenomenon better, the goal of Structuralism is to define the 

underlying elements of a phenomena and the relations 

between these blocks. In order to define its features and 

behavior in a given context, functionalism evaluates the 

present and potential functions and roles of a phenomenon." 

Fif measures are used to test these applications, namely 

storage architecture, computing delivery, storage technology, 

analytic technology, and user experience. The following are 

the following steps. 

 

                   Figure4.1. The genesis of Big Data Applications 

• Architecture of storage refers to the information contained 

in computing surroundings. It provides standards for 

processing data that can be used to monitor data flows in the 

system. The data structures and the relations between these 

systems are also provided with standards.  

• Distribution in computing refers to various components of a 

single system of software located in networked computers. 

These devices can be placed remotely, linked over an 

extensive network, or physically connected to a local 

network. [7] 

• Storage technology means that data is stored 

electromagnetically or optically. Storage technologies have 

fundamentally transformed the digital media environment. 

Most current storage technologies rely on tape backup 

equipment and on software to control storage systems, for 

example Large Hadron Collider. 

• Analytical technology refers to the systematic study of data 

transformation into information, which is defined as a 

decision-making mechanism based on data (Cooper, 2012). 

The main purpose of research is to gather data from multiple 

sources and interpret this data in order to make an optimal 

decision. 

• User experience refers to the general nature of the 

interaction between users and the system. It encompasses 

experiential, substantive, realistic and useful aspects of the 

relationship between human and machine. The analysis of the 

genesis of big data applications allows one to understand the 

conceptual basis, vision and pattern of big data. In the 

following paragraphs, the production of Big Data applications 

is addressed in depth. Each age's specifications are 

summarized at the bottom of the diagram, and the top part 

shows the technologies. Standalone applications use one 

processing unit to represent user behavior based on the host 

machine's calculation speed (Abolfazli et al., 2014a). If no 

network exists, a PC or server accepts input on the PC, 

perform some calculations, store data, and produce results 

(e.g. an accounting kit, a picture publisher, a word processor, 

custom programs, the inventory management business, and 

an actuarial table mortgage calculator). Organizations and 

individuals favor this configuration because local activities 

can be conducted, which can be limited to a particular place. 

Many general applications that can be sold in many markets 

have opened up the pre-packaged tech industry. The ability to 

locally pick which software to run is an essential source of 

motivation. It leads in the 1960s and 1970s to higher 

purchase of the first company computers operated and in 

1980s to purchase computer systems (Kacprzyk & Zadrożny, 

2001). There has rapidly been a need for better data storage, 

and users' needs are evolving more over time. The 

autonomous calculation does not have an outside mechanism 

in the event of excessive load treatment (Abolfazli et al., 

2013). These constraints influenced rapid data growth and 

processing, inadequate institutional oversight and substantial 

storage technical advancement in 1970 and paved the way for 

revolutionary model development in developing relational 

databases. Desktop programs are standalone applications 

operating without Internet connectivity on a desktop 

computer. Examples of desktop applications include instant 

messaging applications. The use of immediate messaging has 

peaked (Lee et al., 1998). [8] Several data monitoring 

machines are, therefore required for data analysis. OLAP, 
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ETL, no SQL and grid computing technologies have been 

used to manage and analyze previous results. The creation of 

web applications enables access to all local resources and 

data through the Internet. It is equivalent to using custom 

software on a web server to use web applications. For web 

pages and other PC data to link to a web application, greater 

costs are needed. Examples of web-based applications are 

applications like Google Docs, Meebo, Wobzip, Jay cut, 

Hootsuite and Moof. Web applications are difficult to create, 

maintain and handle since certain operations are no longer 

possible in the absence of human interaction and computer 

activity for understanding. 

Rich Internet apps integrate multi-level network and desktop 

applications. Currently distributed RIAs provide an esthetic 

interface, which is interactive and simple to use for 

applications that give users a constant wealth of user 

experience (Abolfazli et al.). These applications are likely to 

be used due to their useful characteristics and their ability to 

produce data quickly. While RIA methods such as HTML5, 

XML and AJAX provide portable, online/offline, and access 

to data through an attractive interface, they cannot effectively 

handle large amounts of data. Smartphone has gained huge 

contractual capabilities and resources, especially movement 

and knowledge of the sensor and multimedia data's specific 

location-based services, in keeping with achievements from 

regional integration of computers and progress in fixed 

computers everywhere. The data generated by heterogeneous 

devices cannot be stored in conventional bases and are 

unstructured. Users have modified their requirements; users 

now need fast data access, high data quality, effective data 

compression techniques, data visualization, data security and 

privacy (O'Leary, 2015). Big data management applications 

are a daunting job at present. [9] 

V. INTRODUCTION TO DATA SCIENCE 

It's all about data science using data in order to fix challenges. 

The trouble may be determining which emails are spam and 

which are not. There was a mistake. Therefore, the main task 

of a data scientist is to understand the data, collect valuable 

knowledge, and use it to solve the problems. 

Data Science Life Cycle 

Step 1: Identify Statement of Issue 

Generated a well-defined statement of problems is a crucial 

first step in data science. The problem you are going to solve 

is a brief summary. 

Step 2: Gathering Data 

You must gather the data to help fix the issue. The collection 

of data is a structured method for gathering pertinent 

information from different sources. The data collection 

approach is commonly divided into two groups, depending on 

the problem statement. Second, there is no study in this field 

when you have a specific problem. You must then gather new 

information. This is referred to as the main set of data. 

Step 3:  Data Quality Check and Remediation 

The accuracy of the data used for analysis and interpretation 

is one of the most critical and often overlooked aspects of 

data scientists. Most people start the study after the data is 

obtained. They also failed to check the data safely. It may 

provide false details if the data is of low quality. Only said, 

"Shroud in, shroud out." 

Step 4: Exploratory Data Analysis 

It is necessary to evaluate the data before modeling the steps 

to find a solution. It is the most exciting step in developing 

awareness of the data and drawing helpful insights. You can 

create imprecise models and choose the minor variables in 

the model if you skip this step. 

Step 5: Data Modelling 

Modeling means that each step is formulated and techniques 

used to reach the solution are collected. The flow of the 

calculations needs to be listed, which is just a model for the 

solution. The main factor is how the calculations are carried 

out. In Statistics and Machine Learning, there are different 

techniques that you can select according to the requirements. 

Step 6: Data Communication 

This is the final step in presenting stakeholders with the 

findings of the research. You explain how you reached a 

particular conclusion and your main conclusions. 

You must present the results more frequently to a non-

technical audience, such as the marketing team or business 

managers. The findings must be expressed concisely. And it 

should be possible for stakeholders to deduce the action plan. 

But what are the main things that you have to consider while 

communicating the results. 

1. Know and speak the public your language 

You should know and speak the language of your audience. 

For instance, you send to a football fan the prediction of an 

EPL winner. The figures you used do not understand, but they 

can refer to the steps you have taken to determine the winner. 

2. Concentrate on principles and performance 

You should concentrate on importance and performance. Your 

stakeholder will be interested not in how you obtained the data 

but where you received the data from. The use of trustworthy 

sources helps to develop your faith. 

3. Notify assumptions and constraints.  

The essential observations and shortcomings you made should 

be clearly communicated. For example, you have assumed 3–
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4–3–1 training for all teams to determine the team's overall 

rating. It is essential to notify stakeholders of this. 

While the aim is to predict the winner, there might be other 

significant results. The teams with the best attack, midfield, 

defense and target maintenance, for example. The best player 

based on the player's skills for every position in the league. A 

dashboard is called such a single view of the data as tables, 

diagrams and numbers. To create the dashboard, you can use 

Excel. 

VI. CONCLUSION 

It discusses the concepts of big data and the challenges it 

faces after the applications. Finally, we discussed the 

potential open doors in this area that could be a saddle. Big 

data are an environment in advance where a substantial part 

of the study still needs to be done. Data is exploded regularly 

in all territories. As the sensor and cell phone grow with web 

association, data creation speed, and variation are expanding. 

This data is the best resource for organizations to identify 

organizational process policies. Cloud systems have been 

used to plan and split massive data measurements and have 

been turned into a modern Big Data model for on-demand 

management. Big data is currently being handled and 

managed by Hadoop software. However, Hadoop does not 

suffice because of the abundance of data. A wide variety of 

research preferences and emerging technology must be built 

to expand the Big Data's potential further entirely later. Big 

data research is intended to alter how medical care 

professionals use advanced technologies to obtain expertise 

and make informed decisions from their clinical and other 

data archives. Later we can see how big-data processing is 

applied and used quickly and far-reaching across the health 

organization and medical industry. 
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